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LiDAR-Inertial Navigation 
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Abstract—Bundle adjustment (BA) has been proven to 
improve the accuracy of the LiDAR mapping, but has not yet 
been properly employed in a dead-reckoning navigation system. 
In this paper, we present a frame-to-frame (F2F) BA for LiDAR-
inertial navigation, named BA-LINS. Based on the direct F2F 
point-cloud association method, the same-plane points are 
associated among the LiDAR keyframes. Hence, the F2F plane-
point BA measurement model can be constructed using the same-
plane points. The LiDAR BA and the inertial measurement unit 
(IMU)-preintegration measurements are tightly coupled under 
the framework of factor graph optimization. Meanwhile, an 
effective adaptive covariance estimation algorithm for LiDAR 
BA measurements is proposed to improve the accuracy further. 
Exhaustive experiment results on public and private datasets 
demonstrate that BA-LINS yields superior accuracy to state-of-
the-art methods. Compared to the baseline system FF-LINS, the 
absolute translation accuracy and state-estimation efficiency of 
BA-LINS are improved by 29.5% and 28.7%, respectively. 
Besides, the proposed adaptive covariance estimation algorithm 
exhibits notably improved accuracy and robustness. 

 
Index Terms—Bundle adjustment, LiDAR-inertial navigation, 

factor graph optimization, multi-sensor fusion navigation. 

NOMENCLATURE 
, ,q R   The attitude quaternion, rotation matrix, and 

rotation vector. 
  The quaternion product. 

Log,Exp  The transformation between the quaternion and 
rotation vector. 

p  A three-dimension position. 
,dn  The plane parameters. 
Γ  The plane thickness. 
  The covariance matrix. 
w w
wb b,qp  The IMU pose (the body frame) w.r.t the world 

frame. 
w
wbv  The IMU velocity in the world frame. 
,g ab b  The gyroscope and accelerometer biases. 

b b
br r,qp  The LiDAR-IMU extrinsic parameters. 

dt  The time-delay parameter between the LiDAR and 
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the IMU data. 
,X x  The state vector. 

I. INTRODUCTION 
IGHT detection and ranging (LiDAR)-based 
navigation has been widely used for autonomous 
vehicles and robots in recent years, especially with the 

rapid development of the newest solid-state LiDAR [1]. 
However, the LiDAR point clouds suffer from motion 
distortions, which may result in accuracy degradation. The 
low-cost micro-electro-mechanical system (MEMS) inertial 
measurement unit (IMU) is usually adopted to correct the 
motion distortion of the point clouds. Besides, the inertial 
navigation system (INS) has the capability of autonomous 
continuous navigation and space-time transfer and thus plays 
an essential role in multi-sensor fusion navigation systems [2], 
[3]. Hence, the LiDAR and the MEMS IMU have been 
integrated to construct the LiDAR-inertial navigation system 
(LINS) [4], [5], [6], [7]. Tightly-coupled LINSs [5] have been 
proven more accurate and robust than loosely-coupled LINSs 
[8] and thus have become mainstream. 

Without a prebuilt map, the LINS should be a dead-
reckoning (DR) system, and the yaw angle and the 3-
dimensional (3D) position may drift over time with growing 
covariance [9]. In some LINSs, a kind of frame-to-map (F2M) 
association method for point clouds is adopted, and an 
absolute measurement model is wrongly constructed [5], [6], 
[7], [10], [11], leading to inconsistent state estimation [4], [12]. 
Here, the frame or the scan is a cluster of continuously 
sampled point clouds from LiDAR. As a consequence, with 
the F2M-based measurement model, it is impossible to 
incorporate other absolute-positioning sensors in tightly-
coupled forms, such as the ultrawideband (UWB) [13] and the 
global navigation satellite system (GNSS) [2]. The frame-to-
frame (F2F) association methods [4], [14], [15], [16], [17] 
have been employed to solve the inconsistent problem in state 
estimation. A relative measurement model can be constructed 
with the F2F association methods, which satisfies the 
characteristics of a DR system. Hence, the F2F-based methods 
can be seamlessly incorporated into a multi-sensor navigation 
system. 

However, the F2F association of LiDAR is challenging to 
achieve. LIPS [14] segments planes offline from LiDAR 
frames using the Point Cloud Library (PCL) [18] and 
associates the planes among multiple frames. LIC-Fusion 2.0 
[15] and VILENS [16] extract plane and line points from a 
LiDAR frame and track them from frame to frame. The F2F 
association methods in [14], [15], [16] need to explicitly 
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extract plane or line points, which may fail in unstructured 
environments without structured objects, such as forests and 
roads. Besides, feature extraction and tracking in these 
methods [14], [15], [16] have high computational complexity, 
resulting in low efficiency. LIO-Mapping [17] builds a local 
point-cloud map with the LiDAR frames in the local window 
and achieves F2F associations between the pivot frame and 
other frames in the optimization window. However, the pose 
errors will be introduced into the local map, leading to 
inaccurate state estimation in subsequent processes. FF-LINS 
[4] uses the INS pose to accumulate LiDAR frames to build 
keyframe point-cloud maps and achieves F2F associations 
between the latest keyframe and other keyframes in the sliding 
window. Due to the high short-term accuracy of INS [19], the 
keyframe point-cloud map is almost unaffected by pose errors 
in FF-LINS. Nevertheless, previous methods [14], [15], [16] 
construct continuous F2F associations across several frames, 
while LIO-Mapping [17] and FF-LINS [4] only construct 
associations between one frame and another frame. 

In terms of form, LIPS [14], LIC-Fusion 2.0 [15], and 
VILENS [16] are very like the bundle adjustment (BA) in 
visual multiple view geometry [20]. In LiDAR mapping, BA 
is first introduced by BALM [21] and has been proven more 
accurate. In BALM, plane and line points are associated with a 
plane-point voxel map and a line-point voxel map, 
respectively. The local BA in BALM is conducted in a sliding 
window with marginalization information. However, the 
marginalized points are retained in the voxel map, which is 
equivalent to a kind of F2M association [21]. Thus, the 
inconsistent state estimation problem exists in BALM. Hence, 
BALM is more suitable for LiDAR mapping rather than multi-
sensor fusion navigation. Aiming at multi-sensor fusion 
navigation applications, the F2F BA should be adopted to 
maintain consistency in state estimation. 

In this study, we propose an F2F BA for LiDAR-inertial 
navigation, named BA-LINS. The proposed BA-LINS is built 
upon our previous work, FF-LINS [4], but it further 
incorporates the LiDAR BA measurements. We first associate 
the same-plane points among the LiDAR keyframes to 
incorporate the LiDAR BA method. Then, the LiDAR plane-
point BA measurement is constructed by minimizing the plane 
thickness. Finally, the LiDAR BA and IMU-preintegration 
measurements are tightly coupled within the factor graph 
optimization (FGO) framework, with adaptive covariance 
estimation for LiDAR measurements. The main contributions 
of this study are as follows: 

 An F2F LiDAR BA measurement model is constructed 
by minimizing the plane thickness of the same-plane 
points, to achieve a multi-state relative pose constraint. 
The LiDAR BA measurement residuals and the 
Jacobians for the IMU poses and the LiDAR-IMU 
extrinsic parameters are all analytically expressed. 

 The same-plane points are associated among the 
LiDAR keyframes based on the direct F2F point-cloud 
association. Due to this unique association method, an 
adaptive covariance estimation algorithm for LiDAR 
BA measurements is presented to improve the 

accuracy of the pose estimation. 
 We present a consistent LiDAR-inertial navigation 

system that tightly integrates LiDAR BA and IMU-
preintegration measurements using the FGO. The 
LiDAR-IMU spatiotemporal parameters are calibrated 
and compensated online. 

 Comprehensive experiments on the public and private 
datasets are conducted to evaluate the proposed BA-
LINS. Sufficient experiment results exhibit that the 
proposed method is more accurate and efficient than 
the baseline system. 

The remainder of this paper is organized as follows. We 
give a brief literature review in Section II. The system pipeline 
of the proposed BA-LINS is provided in Section III. The 
methodology of this study, including the same-plane point 
association method and the plane-point BA measurement 
model, is presented in Section IV. Experiments and results for 
quantitative evaluation are discussed in Section V. Finally, we 
conclude the proposed BA-LINS. 

II. RELATED WORKS 
This section discusses the related works on LiDAR-inertial 

odometry (LIO) and LINS. According to the form of the 
LiDAR measurement model, we classify them into two 
categories, i.e. non-BA methods and BA-like methods. Point-
to-plane and point-to-line distance measurement models are 
usually employed in non-BA methods, such as LIO-SAM [5] 
and FAST-LIO [6], [7]. In contrast, a multi-state constraint 
measurement model is adopted in BA-like methods, such as 
LIC-Fusion 2.0 [15] and VILENS [16]. It should be noted that 
filtering-based methods are also included in BA-like methods, 
though BA is typically an optimization-based method. 

A. Non-BA Methods 
In LOAM [8], the orientation and acceleration from a 9-axis 

IMU are utilized to compensate for the motion distortion of 
point clouds, yielding improved accuracy to the LiDAR-only 
odometry. The prior pose from IMU is employed to assist the 
LiDAR odometry in Cartographer [22], which is based on the 
probability grid map. LIO-SAM [5] integrates the LiDAR 
odometry and the IMU preintegration to achieve a LiDAR-
inertial state estimation under the framework of FGO. The 
GNSS and loop closure are further incorporated into LIO-
SAM to build a simultaneous localization and mapping 
(SLAM) system. D-LIOM [23] is a similar system that 
integrates the LiDAR odometry and IMU preintegration. 
However, these LINSs are all loosely-coupled systems, as the 
LiDAR odometry is adopted in the state estimator rather than 
the LiDAR raw measurements. 

Tightly-coupled LINSs have been proven to be more 
accurate than the loosely-coupled LINSs. An iterated extended 
Kalman filter (IEKF) [24] is designed to ensure both accuracy 
and efficiency for tightly-coupled LINS [10]. In [10], the 
extracted plane and line features [10] are matched with global 
feature maps to achieve state estimation. FAST-LIO [6] 
extends the work in [10] by using a new formula for 
computing the Kalman gain in IEKF, exhibiting higher 
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computational efficiency. A global incremental k-d tree is 
adopted in FAST-LIO2 with direct point-cloud registration [7]. 
FAST-LIO2 yields improved accuracy and efficiency than 
state-of-the-art (SOTA) systems. Furthermore, Faster-LIO 
employs a global incremental voxel as the point-cloud spatial 
data structure, yielding significantly improved efficiency [11]. 
LiLi-OM [25] proposes a tightly-coupled LINS using a 
sliding-window optimizer and designs a new feature-
extraction algorithm for a new solid-state LiDAR, i.e. Livox 
Horizon. However, the LINSs mentioned above all use the 
F2M association methods and construct a wrongly absolute 
measurement model, leading to inconsistent state estimation. 

The F2F association should be employed in LINS to 
address the state covariance and achieve consistent DR 
navigation. In LIC-Fusion [26], the F2F association method in 
LOAM [8] is used to build the LiDAR measurement model 
but exhibits poor navigation accuracy. In LIO-Mapping [17], a 
local point-cloud map is built using the LiDAR frames in the 
local window, and the F2F point-to-plane and point-to-line 
associations are achieved between the pivot frame and other 
frames in the optimization window. As the pose states, which 
are still estimating, are employed to build the local map, their 
errors may be unavoidably introduced in LIO-Mapping [17], 
resulting in inaccurate state estimation. In contrast, the short-
term accuracy of the INS is used in FF-LINS [4], and 
keyframe point-cloud maps are built with only several LiDAR 
frames using the INS prior pose. With the keyframe point-
cloud maps, FF-LINS achieves F2F associations between the 
latest keyframe and other keyframes in the sliding window. 
However, due to the direct point-cloud processing without 
feature extraction, FF-LINS [4] has to set a large standard 
deviation (STD) for the F2F point-to-plane measurements, i.e. 
0.1 m, to maintain the robustness. As 0.1 m is larger than the 
measurement noise of a normal LiDAR, e.g. 0.05 m, the 
LiDAR accuracy has not yet been entirely performed. 

F2F association methods are adopted in the above systems 
[4], [17], [26], and thus the inconsistent problems should be 
solved. Nevertheless, the F2F measurement models in [4], [17], 
[26] are built between one frame and another frame, which are 
relatively dispersed. The reason is that they failed to associate 
a kind of same-name points across multiple frames, just like 
visual features tracking [27]. Hence, these methods can be 
further improved by achieving the same-name points 
association and constructing a BA-like measurement model. 

B. BA-Like Methods 
BA has been widely employed in visual-based 3D 

reconstruction [20] and navigation by using continuously 
tracked features [28], [29]. A local visual BA [2], [30], [31] is 
usually used for real-time navigation. Although the data 
association of the LiDAR point clouds is a challenging task, 
some work has been conducted to achieve a BA-like LiDAR 
navigation or mapping [14], [15], [16], [21], [32], [33], [34]. 

LIPS [14] uses random sample consensus (RANSAC) [24] 
plane segmentation in PCL [18] to find planar subsets. An 
anchor plane factor is proposed to build a relative 
measurement model in graph-based optimization [14]. As an 

anchor plane may be associated with the points from multiple 
LiDAR frames, LIPS is a BA-like method. However, the plane 
segmentation in LIPS [14] should be conducted offline, 
exhibiting poor computational efficiency. The extracted plane 
point features [8] are associated by a normal-based method in 
LIC-Fusion 2.0 [15], and the tracked plane features are 
divided into multi-state constraint Kalman filter (MSCKF)-
based [35], [36], [37] and SLAM-based plane landmarks. Thus, 
the LiDAR plane measurements are converted into a BA-like 
form. Similarly, VILENS [16] extracts plane and line features 
from a LiDAR frame and tracks them from frame to frame. 
LiDAR plane and line factors are constructed with the tracked 
features in a BA-like sliding-window factor graph structure 
[16]. Nevertheless, feature-based methods [15], [16] are 
mainly designed for structured environments, as it is hard to 
extract plane or line features in unstructured environments, 
resulting in poor robustness. Besides, feature extraction and 
tracking may cost enormous computational resources; thus, 
these methods are unsuitable for real-time navigation in 
complex environments. 

BALM [21] proposes a kind of plane-point and line-point 
BA for LiDAR mapping, yielding improved accuracy. The 
extracted feature points are associated with adaptive voxel 
maps, and a local BA is conducted by minimizing the 
eigenvalues of the covariance matrix of the points within a 
voxel. However, global feature voxel maps must be employed 
for data association in BALM, which may significantly 
increase memory costs, especially in large-scale environments. 
Hence, BALM [21] is more suitable for LiDAR mapping than 
real-time navigation. Besides, the marginalized points are 
retained in the voxel, equivalent to the F2M association, 
leading to inconsistent state estimation. The works in BALM 
are extended to offline LiDAR mapping in BALM 2.0 [32]. In 
the meantime, a hierarchical LiDAR BA method is proposed 
for large-scale LiDAR consistent mapping [33]. Recently, the 
BA method in [21] has been incorporated into a LiDAR-
inertial system for back-end map refining, i.e. BA-LIOM [34], 
yielding superior robustness and accuracy. However, the BA 
method has only been employed for LiDAR-only mapping 
rather than tightly-coupled LiDAR-inertial navigation. 

In conclusion, the F2F BA method for consistent LiDAR-
inertial navigation in a tightly-coupled form has not yet been 
studied. Hence, we propose BA-LINS, an F2F BA method for 
tightly-coupled LiDAR-inertial navigation, so as to improve 
navigation accuracy. An effective same-plane point 
association method is presented to achieve a multi-frame 
LiDAR data association. In the meantime, an F2F plane-point 
BA measurement model is proposed to incorporate the LiDAR 
BA method under the framework of FGO. Besides, an 
adaptive covariance estimation algorithm for LiDAR BA 
measurements is presented to utilize the accurate LiDAR 
measurements fully. 

III. SYSTEM OVERVIEW 
The system pipeline of the proposed BA-LINS is depicted 

in Fig. 1. We follow our previous work to adopt an INS-
centric processing structure [4]. Once the INS is initialized, 
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the INS mechanization is conducted to output the continuous 
prior pose. Here, a simple static initialization is employed to 
obtain the roll and pitch angles and the gyroscope biases [2], 
though the static condition is not compulsory. 

The high-frequency INS pose is adopted to assist the direct 
LiDAR preprocessing, including motion distortion correction 
and keyframe selection. When the translation or the rotation 
change exceeds the setting thresholds, a new LiDAR keyframe 
will be selected. We do not explicitly extract plane or line 
feature points from a LiDAR frame while treating all LiDAR 
points as plane-point candidates. Besides, we build a keyframe 
point-cloud map with all LiDAR frames since the last 
keyframe. LiDAR keyframes and keyframe point-cloud maps 
are directly downsampled using a voxel grid filter [18] for 
further data association. 

With the keyframe point-cloud maps, we can build F2F data 
associations between the latest and other LiDAR keyframes in 
the sliding window by finding neighboring points in each 
keyframe point-cloud map. Then, same-plane point 
associations can be conducted using the nearest neighboring 
points from the successful F2F associations. We can also 
derive adaptively estimated covariances for plane-point BA 
measurements during the same-plane point association. Finally, 
the LiDAR plane-point BA and IMU-preintegration 
measurements are tightly fused under the framework of FGO 
to perform a maximum-a-posterior estimation. 

IV. METHODOLOGY 
This section presents the methodology of the proposed BA-

LINS. Firstly, the problem formulation of the tightly-coupled 
LiDAR-IMU state estimation is provided. Next, we define the 
plane thickness to derive the LiDAR BA measurement model. 
Then, we present the F2F same-plane point association 
method to obtain the plane points across multiple frames. 
Finally, we derived the analytical form of the LiDAR plane-
point BA measurement model with an adaptive covariance 
estimation method. 

A. Problem Formulation 
The proposed tightly-coupled LiDAR-inertial navigation 

state estimator is a sliding-window optimizer, which balances 

the accuracy and efficiency. The LiDAR F2F BA and IMU-
preintegration measurements are all relative constraints; thus, 
the proposed BA-LINS is consistent in state estimation. Fig. 2 
exhibits the FGO framework of the proposed BA-LINS. The 
LiDAR plane-point BA measurement model constructs a 
multi-state constraint across multiple IMU states, and the 
IMU-preintegration measurement builds a relative constraint 
for two consecutive IMU states. 

The state vector X  in the sliding window is defined as 
follows 

 
w w w b b b
wb b wb r br r

1
b

0 r

, , , , , , ,

, ,..., , ,,
k k k k kk g a

n dt

          
    

q qx p v b b x p

X x x x x
 (1) 

where kx  is the IMU state at each time node, and we have 

 0,k n ; n  is the sliding-window size; the IMU state 

includes the position w
wbk
p , the attitude quaternion w

bk
q  [38], 

and the velocity w
wbk
v  of the IMU frame (b-frame) w.r.t the 

world frame (w-frame), and the gyroscope biases gb  and the 

accelerometer biases ab ; b
rx  is the LiDAR-IMU extrinsic 

parameters, where r  denotes the LiDAR frame (r-frame); dt  
represents the time-delay parameter between the LiDAR and 
the IMU data. Here, the w-frame is defined at the initial point 
with zero position and zero yaw angle, while the roll and pitch 
angles are gravity-aligned [2]. 

The FGO problem in Fig. 2 can be solved by minimizing 
the sum of the Mahalanobis norm of the LiDAR BA and IMU-
preintegration measurements and the prior information as 
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where Rr  are the residuals for the LiDAR plane-point BA 
measurements, and m  denotes the number of the LiDAR BA 
measurements; R  denotes the covariance matrix of the 
LiDAR measurement; Prer  denotes the residuals for the IMU-

preintegration measurements, and Pre  is its covariance 
matrix; { },p pr H  represent the prior information from the 
marginalization. 

When a new keyframe is inserted into the sliding window, 
the oldest keyframe will be removed. To avoid information 

 
Fig. 1. System pipeline of the proposed BA-LINS. The proposed methods are 
presented in Section IV. We adopt a direct point-cloud preprocessing method
without explicit feature extraction, and we treat all point clouds as plane-point 
candidates. Hence, only plane-point BA is achieved in BA-LINS. The filled 
blocks denote the works in this paper. 

 
Fig. 2. FGO framework of the proposed BA-LINS. The LiDAR plane-point 
BA measurement model constructs a multi-state constraint. 
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loss, marginalization is adopted to convert all the 
measurements corresponding to the removed state into a prior 
[39], [40]. Specifically, the marginalization is conducted using 
the Schur complement [41], and the prior is constructed based 
on all marginalized measurements corresponding to the 
removed keyframe state, including the IMU preintegration and 
LiDAR measurements. 

We follow our previous work [42] to incorporate the IMU 
preintegration. The residuals of the IMU-preintegration 
measurements can be written as 
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where 1,
Pre
k kp , 1,

Pre
k kv , and 1,

Pre
k kq  are the position, velocity, 

and attitude preintegration measurements [42], respectively; 
w
bR  denotes the rotation matrix of the quaternion w

bq ; wg  

denotes the gravity vector in the w-frame;  Log   represents 
the transformation from quaternion to rotation vector [38]; 

1,k kt   is the time length between the two IMU states. The 

covariance matrix Pre  is obtained by noise propagation [42]. 
The Levenberg-Marquardt algorithm [24] in Ceres solver 

[43] is adopted to solve the non-linear least squares problem in 
(2). We employ the two-step optimization in FF-LINS [4] for 
outlier culling to improve the robustness. A chi-square test [3] 
is employed to remove LiDAR outliers after the first-step 
optimization, and the second-step optimization will be 
conducted to refine the state estimation. Specifically, those 

LiDAR measurements with  
2 2

0.05,
R
j

j p
R

R  r


z X  will be 

treated as outliers. Here, 2
0.05p   denotes the chi-square value 

when the probability is 0.05, and we have 2
0.05 3.841p    

when the degree of freedom is one. Besides, the Huber robust 
cost function [43] is used for LiDAR measurements to reduce 
the impact of the outliers. 

B. Definition of the Plane Thickness 
We first define the concept of the plane thickness to derive 

the LiDAR plane-point measurement model. The plane 

equation can be written as 
 0,T d n p  (4) 
where n  is the normalized normal vector of the plane; p  is a 
point on the plane; d  is a distance that satisfies the equation. 
For a cluster of points, e.g. five points, an overdetermined 
linear equation can be built using (4) to solve the plane 
parameters  ,dn , as depicted in Fig. 3. The point-to-plane 

distance   for a point p  to the fitted plane  ,dn  is written 
as 
 .T d  n p  (5) 

Hence, the plane thickness   can be defined as the average 
square point-to-plane distance for all points 

    2

1 1

21 1 ,T
N N

i i
i i d

N N
 

 

    n p  (6) 

where N  is the point number. The   reflects the points 
distribution concerning the plane, i.e. the plane thickness. 
Suppose that the measurement noise of the point-to-plane 
distance   for all the points satisfies an independent zero-
mean Gaussian distribution  20,  , and   is the STD. 

According to the property of random variables, the covariance 
of the plane thickness   satisfies the following equation 

  22 22 ,
      (7) 

where   is the STD of the plane thickness measurement. The 
equation (7) is helpful for further same-plane point association. 

C. Same-Plane Point Association 
The F2F same-plane point association should be achieved to 

build the plane-point measurement model. Fig. 4 depicts an 
illustration of the proposed same-plane point association 
method. The F2F data association is conducted by projecting 
the points in the latest keyframe into other keyframe point-
cloud maps and finding five neighboring points, as proposed 
in FF-LINS [4]. The five neighboring points are employed to 
fit a plane, and the point-to-plane distance is checked to 
validate the association. For a successful F2F data association, 
we obtain five points corresponding to the keyframe, as the 
green and purple points in Fig. 4. 

We finally build successful F2F associations in multiple 

 
Fig. 3. An illustration of the concept of the plane thickness. 

 
Fig. 4. The same-plane point association and the plane thichness of the 
neighboring points. We find five points in each keyframe point-cloud map. 
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keyframes for an original point in the latest keyframe. As the 
F2F association is based on the plane assumption, we have 
reasons to believe that the found neighboring points and the 
original point belong to a common physical plane. Hence, we 
can use these points to construct the plane-point BA 
measurement model. Specifically, we only pick up the nearest 
neighboring points and the original point as the same-plane 
point observations to bound the computational complexity. As 
shown in Fig. 4, the purple point in each keyframe and the red 
point in the latest keyframe are the same-plane point 
candidates. The ablation experiment will be conducted to 
evaluate the impact of the same-plane point selection in 
Section V.E. Note that each keyframe point-cloud map is 
downsampled by a voxel-grid filter [18]. Thus, the selected 
same-plane points are also dispersed in space. Compared to 
the proposed same-plane point association method, BALM 
associates the feature points by employing the global feature 
voxel maps. Besides, BALM retains the marginalized points in 
the voxel for further state estimation, leading to a kind of 
frame-to-map data association. 

We also adopt an outlier culling algorithm to detect and 
remove outlier points. The associated same-plane points 
r ,i i p   are all in the LiDAR frames corresponding to each 

keyframe, where   represents the keyframe collections of the 
successful associations. We project all the points into the w-
frame as 
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where  b b
br r,Rp  is the LiDAR-IMU extrinsic parameters in 

(1);  w w
wb b,

i i
Rp  is the IMU pose state; bip  and wip  are the 

projections in the b-frame and w-frame, respectively. Hence, 
we obtain a cluster of points w ,i i p   in the w-frame, and 
we fit a plane using these points. The point-to-plane distance 
wi  for wip  can be then calculated. Assuming we have the 

covariance of the plane thickness  , we can derive the STD 
for the point-to-plane distance measurement w

  using (7). 
The covariance-estimation method will be presented in 
Section IV.E. For those points whose point-to-plane distance 
wi  is not within w3  , we treat them as outliers. 
However, a plane can only be determined by at least three 

points on it. Hence, we need more than three same-plane 
points for a valid BA constraint. Specifically, only those same-
plane point associations with at least five points will be treated 
as successful associations. Finally, we obtain a cluster of 

same-plane point observations corresponding to multiple 
keyframes with outliers removed. Fig. 5 depicts an overview 
of the proposed same-plane point association methods. 

D. Plane-Point BA Measurement Model 
With the associated same-plane points, the plane-point BA 

measurement model can be formulated by minimizing the 
thickness of the plane constructed by these points. Fig. 6 
illustrates the proposed LiDAR plane-point BA model, which 
forms a multi-state constraint. Assume we have a cluster of 
same-plane point observations r ,i ji p  , where j  
represents the keyframe collections of the same-plane point 
association j , and the keyframe number in j  is N . Then, 
we can derive the analytical form of the residuals and 
Jacobians for the proposed BA measurement model. The time-
delay parameter dt  between the LiDAR and IMU will be 
omitted in the following part for convenience, and we refer to 
[44] for more details. 
1) Residuals of the Plane-Point BA Measurement 

The residuals of the proposed plane-point BA measurement 
are equivalent to the plane thickness. As depicted in Fig. 6, the 
same-plane points are projected to the w-frame to obtain the 
residuals. We can also transform the points to a local r-frame, 
but the w-frame is the most convenient choice. With the 
projected points wip  from (8), the plane parameters can be 

obtained as  w w,dn . Finally, the residuals for the plane-point 

BA measurement can be written as 
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The more specifical formulation is calculated by bringing (8) 
into (9) as 
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(10) defines the residuals for the proposed plane-point BA 
measurement model, and its covariance matrix will be 
presented in Section IV.E. Note that the plane parameters 

 
Fig. 5. An overview of the same-plane point association method. 

 
Fig. 6. An illustration of the LiDAR plane-point BA. Points rp  with different 
colors denote the points in different LiDAR keyframes F . The LiDAR 
plane-point BA measurement model imposes a multi-state constraint, which is 
very like the visual BA. 
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 w w,dn  are calculated with the estimated states in (1), and 

will be updated during the process of solving the non-linear 
least squares problem (2). As a result, the proposed plane-
point BA measurement is consistent without involving the 
map information. In contrast, the BA measurement in BALM 
is inconsistent, as the marginalized points are reserved in the 
voxel map for further state estimation. 
2) Jacobians of the Plane-Point BA Measurement 

The plane-point BA measurement residuals in (10) are the 
function of the pose states  w w

wb b, ,
i i ji qp   and the LiDAR-

IMU extrinsic parameters  b b
br r,qp . Hence, we can derive the 

analytical Jacobians of Rr  w.r.t the IMU pose errors 

 w w
wb wb,

i i
 p  and the LiDAR-IMU extrinsic errors 

 b b
br r, p , using the error-perturbation method [3]. Here, 

  represents the rotation vector of a quaternion q , and   
denotes the attitude errors. Specifically, the Jacobians w.r.t the 
pose errors  w w

wb wb,
i i

 p  can be formulated as 
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where    is the skew-symmetric matrix of a 3D vector [38]. 
The common part wJp  in (11) can be written as 
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Similarly, we can obtain the Jacobians w.r.t the LiDAR-IMU 
extrinsic errors  b b

br r, p  as 
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Finally, we obtain the analytical Jacobians of the residuals in 
(11) and (13). It should be noted that the errors of the plane 
parameters  w w,dn  caused by the IMU pose errors and the 

LiDAR-IMU extrinsic errors are not considered in (11) and 
(13). The reason is that the impact of the plane parameters is 
very tiny to the residuals of the plane-point BA measurements. 
Hence, they are omitted to reduce the computational 
complexity. Ablation experiments will be conducted to verify 
the impact of these tiny terms in Section V.F. 

E. Adaptive Covariance Estimation 
The proposed F2F plane-point BA measurement model 

constructs a multi-state constraint for the IMU pose states in 
the sliding window. Hence, it should be more accurate than 
the dispersed plane-to-point distance measurement model in 
FF-LINS [4]. Nevertheless, the measurement covariance 
should be appropriately addressed to bring the accurate 

LiDAR measurements into full play. 
Thanks to the unique same-plane point association method 

in Section IV.C, an adaptive covariance estimation algorithm 
for the proposed BA measurement model can be employed. 
Specifically, once a successful F2F data association is built, 
we obtain five neighboring points in the keyframe point-cloud 
map corresponding, as depicted in Fig. 4. Then, the thickness 
of the plane, which consists of these five points, can be 
calculated by (6). For all the F2F data associations from an 
original point in the latest keyframe, we obtain a cluster of 
plane thickness i , as shown in Fig. 4. As the same-plane 
points and these neighboring points are assumed to belong to a 
same physical plane, the plane thicknesses i  can reflect the 
noise of the plane-point BA measurement model. 

Hence, the covariance of the plane-point BA measurement 
residuals in (10) can be derived by quantitative statistics of the 
plane thicknesses , , ,i j ji i n   . Here, j  denotes the 
keyframe collections of the same-plane point association j . 
Finally, the adaptive covariance can be calculated as 
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where N  is keyframe number in j . As we cannot obtain 

n  in the latest keyframe, the number is 1N   in (14). It 
should be noted that ,i j  are calculated by the points of the 
local r-frame while the same-plane BA measurement residuals 
are implemented in the w-frame. Nevertheless, the property of 
the plane thickness should be the same in both the r-frame and 
the w-frame. Thus, the formulation in (14) is correct. Ablation 
experiments will be conducted to verify the importance of the 
proposed adaptive covariance estimation algorithm. 

V. EXPERIMENTS AND RESULTS 
Experiments and results will be presented in this section to 

examine the proposed BA-LINS. The implementation of BA-
LINS and employed public and private datasets are described 
first. Then, quantitative experiments are conducted to evaluate 
the accuracy and efficiency improvement compared to the 
SOTA LINSs. Finally, a series of ablation experiments are 
presented to verify the possible factors that may affect the 
accuracy of the proposed BA-LINS. 

A. Implementation and Datasets 
The proposed BA-LINS is built upon FF-LINS [4] by 

incorporating the F2F BA for LiDAR measurements. BA-
LINS is implemented using C++ with the robot operation 
system (ROS) supported. Besides, we also employ multi-
threading technology in point-cloud processes, such as 
distortion removal and data association, to improve 
computational efficiency. 

The employed public datasets are the MCD-KTH [45] and 
WHU-Helemt [46] datasets. The MCD-KTH dataset is 
collected by a handheld device, while the WHU-Helemt 
dataset is collected by a head-mounted device. The MCD-KTH 
dataset is equipped with a spinning LiDAR, i.e. Ouster OS1-



8 IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS. PREPRINT VERSION. ACCEPTED DECEMBER, 2024 

64, and the WHU-Helemt dataset is equipped with a solid-state 
LiDAR, i.e. Livox AVIA. There are 6 sequences in the MCD-
KTH dataset with ground-truth pose for quantitative evaluation, 
and the total length is about 6786 m. In the WHU-Helemt 
dataset, 4 sequences with the ground-truth pose are employed, 
and the whole length is about 3654 m. More details about the 
public datasets are shown in Table I. 

The private Robot dataset is collected by a wheeled robot 
with a maximum speed of 1.5 m/s. The employed sensors 
include a Livox Mid-70 and a MEMS IMU (ADI ADIS16465), 
as depicted in Fig. 7 and Table I. The velodyne LiDAR in Fig. 
7 is not envolved in the experiments. The ground-truth pose 
(0.02 m for position and 0.01 deg for attitude) is generated by 
post-processing software using a navigation-grade [3] 
GNSS/INS integrated navigation system. These sensors are 
well synchronized through hardware triggers. In addition to 
the four sequences employed in FF-LINS, four large-scale 
sequences are added. Thus, eight sequences with a total length 
of 15248 m are included in the Robot dataset. Fig. 8 exhibits 
the testing scenes of the extra four sequences. 

The SOTA LiDAR-based methods, including LIO-SAM 
(without loop closure) [5], FAST-LIO2 [7], and FF-LINS [4], 
are adopted for comparisons. The BA-based method BALM 
[21], with the scan-to-map method in LOAM [8] as the front 
end, is also employed for quantitative evaluation. As BALM 
does not support IMU, it shows worse accuracy in most case. 
LIO-SAM fails on the Robot dataset, as it cannot extract 
enough features for state estimation from the more sparse 
LiDAR, Mid-70. The reason is that AVIA has six laser beams, 
while Mid-70 only has one. In particular, FF-LINS is treated 
as the baseline system of BA-LINS to derive the quantitative 
results about the improvements in accuracy and efficiency. All 
the systems are run in real-time on a laptop (Intel i7-13700H) 
under the ROS framework. However, BALM cannot run in 
real-time on these datasets, mainly because the test scenes 
have a large scale. FF-LINS and BA-LINS read the ROS bags 
directly to run at full speed to obtain the statistical results of 
the efficiency. The absolute rotation errors (ARE) and 
absolute translation errors (ATE) are calculated using evo [47] 
for quantitative evaluation. 

We use the default parameters for LIO-SAM, FAST-LIO2, 
and BALM on these datasets. As FF-LINS is the baseline 
system, BA-LINS shares the same parameters as FF-LINS. 
Specifically, the sliding-window size n  is set to 10 to bound 

the computational complexity. The translation threshold for 
keyframe selection is set to 0.4 m on the MCD-KTH and 
Robot datasets, and 0.25 m on the WHU-Helemt dataset, due 
to different motions. Besides, the voxel size for the employed 
voxel grid filter is set to 0.5 m on these datasets. The IMU 
noise parameters vary on these datasets, as different IMUs are 
used. All these parameters can be found on the open-sourced 
implementation of FF-LINS on GitHub1. 

B. Evaluation of the Accuracy 
1) Public MCD-KTH Dataset 

Table II exhibits the ATEs on the MCD-KTH dataset. 
BALM yields the worst accuracy in most cases because it is a 

 
1https://github.com/i2Nav-WHU/FF-LINS 

 
Fig. 7. Equipment setup in the Robot dataset. 

TABLE I 
DATASETS DESCRIPTIONS 

Datasets Descriptions 

MCD-
KTH 

Ouster OS1-64 (10 Hz). 
VectorNav VN-200 (400 Hz). 

6 sequences with a total length of 6786 m and 4653 s. 

WHU-
Helmet 

Livox AVIA (10 Hz). 
MEMS IMU with a gyroscopy bias-instability of 3 º/hr (600 Hz). 

4 sequences with a total length of 3654 m and 6031 s. 

Robot 
Livox Mid-70 (10 Hz). 

ADI ADIS16465 (200 Hz). 
8 sequences with a total length of 15248 m and 11296 s. 

 

 
(a) (b) 

 
(c) 

 
(d) 

Fig. 8. Testing scenes in the Robot dataset. (a) shows the sequence 
cs_campus. (b) shows the sequence lake_park. (c) shows the sequence 
luojia_square. (d) shows the sequence library. Other testing scenes can be 
found in FF-LINS. 
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LiDAR-only system. LIO-SAM exhibits the largest ATE on 
the kth_night_01, as it cannot extract enough features in tiny 
indoor environments. FAST-LIO2, FF-LINS, and BA-LINS 
are all based on the direct method, and thus they indicate 
superior accuracy. FAST-LIO2 exhibits higher accuracy than 
FF-LINS. The reason is that the MCD-KTH dataset is 
collected in small-scale scenes. Hence, FAST-LIO2 can match 
its self-built global map using the F2M association method to 
reduce drifts, while FF-LINS is an F2F-based method. 
Nevertheless, BA-LINS demonstrates notably improved 
accuracy compared to FF-LINS on all the sequences. Besides, 
FAST-LIO2 and BA-LINS almost achieve the same accuracy, 
and the average ATEs are all 0.36 m. 

The trajectory results on the kth_night_05 are shown in Fig. 
9. BALM exhibits the largest misalignment to the ground-truth 
trajectory. At the start-end point, the trajectory of LIO-SAM is 
very unsmooth, as shown in Fig. 9.b. LIO-SAM and FAST-
LIO2 also show a larger error to the end point, and indicate the 
worst accuracy along the z-axis in Fig. 9.c. The reason is that 

LIO-SAM and FAST-LIO2 both employ the frame-to-map 
data association. As a result, once the built map is tilted due to 
inaccurately estimated pose, the following state estimation 
will be affected by the wrongly built map. In contrast, FF-
LINS and BA-LINS exhibit smoother trajectories and minor 
errors along the z-axis, benefiting from the employed F2F data 
association. In FF-LINS and BA-LINS, the pose estimation is 
independent of the built map, and the IMU can provide good 
roll and pitch measurements due to the impact of the gravity 
[3]. Besides, the online calibration of the LiDAR-inertial 
extrinsic parameters can also improve the height accuracy. 
Moreover, BA-LINS almost returns to zero along the z-axis, 
yielding notably improved accuracy than FF-LINS. 
2) Public WHU-Helmet Dataset 

On the WHU-Helmet dataset, the ATEs of these systems are 
shown in Table III. LIO-SAM and BALM exhibit the worst 
average accuracy, as they almost fail in the indoor 
environments of the sequence subway. According to the 
average errors, FAST-LIO2 and FF-LINS almost yield the 
same accuracy. Compared to FF-LINS, BA-LINS achieves 
improved accuracy on all four sequences. Besides, BA-LINS 

 
(a) 

 
(b) 

 
(c) 

Fig. 9. Results on the MCD-KTH-kth_night_05. (a) shows the whole trajectories. (b) shows the trajectories at the start-end point. (c) shows the height (z-axis) 
changes. 

TABLE III 
ATES ON THE WHU-HELEMT DATASET 

ATE (m) LIO-SAM FAST-LIO2 FF-LINS BALM BA-LINS 
mall 0.55 0.32 0.69 1.88 0.55 

residence 0.35 1.03 0.43 0.89 0.38 
street 1.06 0.90 0.97 9.56 0.67 

subway 28.43 2.39 2.34 25.50 1.76 
Average 7.60 1.16 1.11 9.46 0.84 

 

 
(a) 

 
(b) 

 
(c) 

Fig. 10. Results on the WHU-Helmet-subway. (a) shows the whole trajectories. (b) shows the trajectories at the end point. (c) shows the height (z-axis) changes. 

TABLE II 
ATES ON THE MCD-KTH DATASET 

Error (m) LIO-SAM FAST-LIO2 FF-LINS BALM BA-LINS 
kth_day_06 0.84 0.46 0.57 1.71 0.48 
kth_day_09 1.09 0.17 0.83 1.09 0.36 
kth_day_10 1.22 0.41 0.51 2.07 0.38 

kth_night_01 13.19 0.52 1.12 1.82 0.54 
kth_night_04 0.47 0.20 0.37 0.50 0.22 
kth_night_05 0.95 0.41 0.27 2.68 0.17 

Average 2.96 0.36 0.61 1.65 0.36 
The bold term for each sequence denotes the best result among these systems. 
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achieves the best accuracy on two sequences and the minimum 
average error. Fig. 10 shows the trajectory results on the 
sequence subway. LIO-SAM and BALM exhibit the worst 
trajectory compared to the ground-truth trajectory. In contrast, 
other systems show aligned trajectories to the ground truth in 
Fig. 10.a. BA-LINS and FF-LINS exhibit better-aligned 
trajectories in Fig. 10.b and Fig. 10.c, especially along the z-
axis, which are similar to the results in Fig. 9. Besides, BA-
LINS exhibits a more aligned trajectory to the ground truth 
than FF-LINS, showing improved accuracy. 
3) Private Robot Dataset 

We also evaluate the ATEs and AREs on the Robot dataset. 

We fail to run LIO-SAM on the Robot dataset, as the point 
clouds of the employed Livox Mid-70 are very sparse to 
extract enough valid features. As shown in Table IV, BALM 
shows the largest average errors, though achieves the smallest 
ATEs on campus and east_lake, indicating poor robustness. 
FAST-LIOS exhibits larger average errors, especially for the 
ARE. The reason is that FAST-LIO2 cannot estimate the 
LiDAR-IMU extrinsic parameters, mainly the rotation 
parameters. In contrast, FF-LINS and BA-LINS can achieve 
online estimation and compensation of the extrinsic 
parameters. Hence, the AREs for FF-LINS and BA-LINS are 
much smaller. We can refer to FF-LINS [4] for more details 
about the impact of the online calibration of the LiDAR-IMU 
extrinsic parameters. Besides, FF-LINS outperforms FAST-
LIO2 regarding the average ARE and ATE due to the 
consistent F2F state estimator. With the plane-point BA 
measurement model, BA-LINS exhibits improved accuracy in 
rotation and translation. Specifically, compared to FF-LINS, 
the average absolute translation accuracy for BA-LINS is 
improved by 29.5%. Nevertheless, BA-LINS exhibits 
degraded accuracy on the park. This is because the number of 
the LiDAR BA measurements may be reduced notably in the 
narrow corridors, due to the association method in Section 
IV.C, and the BA measurements are fewer than 100 and even 
50. This can be improved by employing an adaptive voxel-
downsampling method to maintain enough measurements for 
accurate state estimation. 

 
(a) 

 
(b) 

Fig. 11. Position and attitude errors on the Robot-cs_campus. (a) shows the 
position errors. (b) shows the attitude errors. Due to the consistent state 
estimator in FF-LINS and BA-LINS, the roll and pitch angles are observable 
terms, and thus they may not diverge. In contrast, the yaw angle may diverge 
due to its unobservability. 

 
(a) 

 
(b) 

Fig. 12. Position and attitude errors on the Robot-east_lake. (a) shows the 
position errors. (b) shows the attitude errors. 

TABLE IV 
ARES AND ATES ON THE ROBOT DATASET 

ARE / ATE 
(deg / m) FAST-LIO2 FF-LINS BALM BA-LINS 

campus 3.55 / 4.42 0.41 / 1.51 0.63 / 1.13 0.40 / 1.24 
building 3.13 / 3.12 0.65 / 1.90 1.21 / 4.36 0.57 / 1.82 

playground 2.84 / 1.59 0.77 / 1.27 0.48 / 13.88 0.84 / 0.96 
park 3.24 / 4.00 0.90 / 1.44 2.25 / 11.18 1.23 / 2.07 

cs_campus 3.68 / 4.38 0.93 / 2.04 9.90 / 23.84 0.55 / 1.39 
luojia_square 3.47 / 5.18 0.88 / 3.88 1.45 / 3.30 0.54 / 2.72 

east_lake 3.20 / 4.49 1.48 / 8.39 0.53 / 2.81 0.85 / 3.57 
library 3.28 / 2.73 0.37 / 1.77 0.98 / 5.73 0.49 / 1.90 

Average 3.30 / 3.74 0.80 / 2.78 2.18 / 8.28 0.68 / 1.96 
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We calculate the position and attitude errors along each axis 
to evaluate the DR capability of BA-LINS. Position and 
attitude errors on the sequences cs_campus and east_lake are 
shown in Fig. 11 and Fig. 12. As for the position error, FAST-
LIO and BALM exhibit the largest error on the sequence 
cs_campus, while FF-LINS is the worst on the sequence 
east_lake. Compared to FF-LINS, the proposed BA-LINS 
shows smaller position errors on both the two sequences, 
mainly in the horizontal direction, i.e. the x and y axes. 
Regarding attitude errors, FAST-LIO2 and BALM show poor 
accuracy for the roll, pitch, and yaw angles because the F2M 
association may result in wrong observability. In contrast, the 
roll and pitch angles for FF-LINS and BA-LINS are not 
diverged due to their observability in the consistent F2F state 
estimator, while the yaw angle may diverge due to its 
unobservability. By incorporating the accurate plane-point BA 
measurement model, BA-LINS exhibits superior yaw accuracy 
than FF-LINS, and yaw errors are less than 1 degree at the end 
of the sequences, as shown in Fig. 11.b and Fig. 12.b. 
4) Qualitative Evaluation 

We also present the mapping results of BA-LINS to 
qualitatively evaluate the accuracy, as shown in Fig. 13. The 
map is built directly with the estimated poses from BA-LINS, 
without using any frame-to-map method. In Fig. 13.a, the 
windows of the building and the bicycles are very clear to 
distinguish. The lamp posts are also very clearly visible in Fig. 
13.b. Even in the unstructured tree-rich road, BA-LINS can 
also build an accurate point-cloud map, as shown in Fig. 13.c. 
The qualitative mapping results in Fig. 13 indicate that BA-
LINS is capable of building a accurate local point-cloud map 

with the estimated pose. 

C. Evaluation of the Efficiency 
The state-estimation efficiency can also be improved with 

the proposed plane-point BA measurement model. On the one 
hand, many F2F point-to-plane associations will be abandoned 
in the same-plane point association processing. They are 
mainly outliers or the F2F associations that are less than five 
same-plane point associations, as depicted in Fig. 5. On the 
other hand, some computations are not repeated in the plane-
point BA measurement model. Specifically, the Jacobians for 
the latest IMU pose state are calculated multiple times in each 
point-to-plane measurement in FF-LINS [4]. In contrast, they 
are only calculated once in each plane-point BA measurement. 
Table V compares the running time of the state estimation 
between FF-LINS and BA-LINS. Quantitative results indicate 
that the average state-estimation efficiency of BA-LINS is 
improved by 28.7% compared to the baseline FF-LINS. By 
further employing multi-threading technology, BA-LINS 
achieves an average equivalent frame per second (FPS) of 112, 
twice more than that of FF-LINS. Here, the equivalent FPS is 
calculated by dividing the sequence length by the total running 
time and multiplying by the LiDAR frame rate. 

Fig. 14 compares the LiDAR measurements number on the 
Robot-campus dataset. The point-to-plane distance 
measurements are employed in FF-LINS, while the same-
plane point measurements are used in the proposed BA-LINS. 
According to the average measurement number in Fig. 14, we 
can conclude that many F2F point-to-plane associations are 
abandoned in BA-LINS. As the sliding-window size is 

   
(a) (b) (c) 

Fig. 13. Mapping results from BA-LINS on different datasets. (a) shows the mapping result of buildings on the MCD-KTH-kth_day_06. (b) shows the mapping 
result of an avenue on the WHU-Helmet-mall. (c) shows the mapping result of a tree-rich road on the Robot-campus. 

 
Fig. 14. The number of LiDAR measurements on the Robot-campus. 

TABLE V 
AVERAGE RUNNING TIME OF THE STATE ESTIMATION AND EQUIVALENT FPS 

ON THE ROBOT DATASET 

\ 
Running time (ms) Equivalent FPS (Hz) 

FF-LINS BA-LINS FF-LINS BA-LINS 
campus 27.7 19.5 48 104 
building 27.3 19.6 49 105 

playground 31.9 19.2 51 113 
park 22.8 19.8 69 131 

cs_campus 26.6 18.6 54 111 
luojia_square 26.8 20.6 54 109 

east_lake 24.0 18.7 58 114 
library 30.6 19.0 49 110 

Average 27.2 19.4 54 112 
Here, the equivalent FPS is calculated by dividing the sequence length by the 
total running time and multiplying by the LiDAR frame rate. 
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10n  , the number of abandoned associations can be roughly 
calculated as 3672 304 *10 , i.e. 632. That is one of the 
reasons that the state-estimation efficiency is improved, and 
the one-time computation for the Jacobians is another reason.  

We derive the statistical results of the time costs for FF-
LINS and BA-LINS. Fig. 15 compares the time costs on the 
Robot-campus, including the data association and state 
estimation. Here, the data association for FF-LINS includes 
the F2F data association. In contrast, it consists of the F2F 
data association, the same-plane point association, and the 
adaptive covariance estimation for BA-LINS. As depicted in 
Fig. 15, the average time cost of the data association in BA-
LINS only increases by 0.3 ms. In contrast, the average state-
estimation time decreases by 8.2 ms. Hence, the overall time 
costs f the proposed BA-LINS are much lower than that of FF-
LINS, yielding higher computational efficiency. 

D. The Impact of the Adaptive Covariance Estimation 
An adaptive covariance estimation algorithm is proposed in 

BA-LINS to fully utilize the accurate LiDAR measurements. 
Ablation experiments are conducted to evaluate the impact of 
the proposed adaptive covariance estimation by adopting 
different covariances. We set the STD of the point-to-plane 
distance measurement   as 0.01 m, 0.02 m, and 0.05 m, and 

  can be converted to the covariance of the plane-point BA 
measurement using (7). As shown in Table VI, it fails on two 
sequences when the   is 0.01 m. As the STD   is also 
employed for outlier culling in the same-plane point 
association, a minor STD will result in insufficient 
measurements for state estimation. Nevertheless, the average 
ARE and ATE are increased notably compared to the 
proposed method when   is set as 0.02 m or 0.05 m. The 
results demonstrate that the proposed adaptive covariance 
estimation algorithm is effective in improving navigation 
accuracy and system robustness. 

E. The Impact of the Same-plane Point Selection 
In the proposed same-plane point association method, the 

nearest point among the five neighboring points is selected as 

the same-plane point candidate, which is a direct selection. We 
carry out ablation experiments to verify the impact of the 
same-plane point selection. We reorder the five neighboring 
points (the green and purple points in Fig. 4) by the distance 
relative to the projected point (the red point in Fig. 4). 
According to the results in Table VI, the average ARE and the 
average ATE are the minimum when we select the second 
neighboring point as the same-plane point. The reason may be 
that the constructed plane by the same-plane points is much 
larger when the second neighboring point is selected; thus, the 
plane-point BA measurement model can be more effective. 
The constructed plane is too large to satisfy the adaptive 
estimated covariance when the middle or the furthest point is 
selected. Nevertheless, the ARE and ATE of the proposed BA-
LINS are almost the same as the results of selecting the second 
neighboring point. Hence, the results are acceptable for the 
proposed BA-LINS. 

F. The Impact of the Tiny Terms in Jacobians 
In Section IV.D.2, the errors of the plane parameters 

 w w,dn  caused by the IMU pose errors and the LiDAR-IMU 

TABLE VI 
ARES AND ATES ON THE ROBOT DATASET WITH DIFFERENT CONFIGURATIONS 

ARE / ATE 
(deg / m) 

Different Covariance1 Different Selections of Plane Points2 With the Tiny 
Terms in the 
Jacobians3 

Proposed 
(BA-LINS) 0.01m   0.02m   0.05m   The second The middle The furthest 

campus 0.44 / 1.50 0.32 / 1.10 0.43 / 1.62 0.47 / 1.65 0.76 / 2.47 1.01 / 2.92 0.40 / 1.26 0.40 / 1.24 
building 0.66 / 2.00 0.58 / 1.89 1.06 / 2.32 0.66 / 1.86 0.81 / 2.03 1.04 / 2.54 0.56 / 1.82 0.57 / 1.82 

playground failed 1.09 / 1.31 0.97 / 1.58 1.03 / 1.09 0.87 / 1.10 0.92 / 1.28 0.89 / 1.02 0.84 / 0.96 
park failed 1.01 / 1.70 1.52 / 2.62 0.75 / 1.69 0.98 / 1.72 1.07 / 1.74 1.22 / 2.07 1.23 / 2.07 

cs_campus 0.50 / 1.48 0.47 / 1.01 1.45 / 2.64 0.36 / 1.20 0.38 / 1.31 0.48 / 1.52 0.43 / 1.20 0.55 / 1.39 
luojia_square 0.38 / 1.51 0.63 / 2.36 1.28 / 6.21 0.45 / 2.06 0.49 / 2.52 1.04 / 5.61 0.55 / 2.82 0.54 / 2.72 

east_lake 0.86 / 3.74 1.34 / 6.51 1.60 / 7.22 0.82 / 3.22 0.84 / 4.23 0.96 / 4.39 0.84 / 3.52 0.85 / 3.57 
library 1.07 / 2.93 0.41 / 1.88 0.55/ 1.88 0.84 / 2.49 0.68 / 2.13 1.04 / 3.01 0.50 / 1.92 0.49 / 1.90 

Average Invalid 0.73 / 2.22 1.11 / 3.26 0.67 / 1.91 0.73 / 2.19 0.95 / 2.88 0.67 / 1.95 0.68 / 1.96 
1

  represents the STD of the point-to-plane distance measurement, and it can be converted to the covariance of the plane-point BA measurement using (7). 
2Five points (the green and purple points in Fig. 4) are found in the keyframe point-cloud map, and they are reordered by the distance relative to the projected 
point (the red point in Fig. 4). 
3These tiny terms are derived from the errors of the plane parameters  w w,dn  caused by the IMU pose and the LiDAR-IMU extrinsic errors. 

 
Fig. 15. Comparison of the time costs on the Robot-campus. The data 
association for FF-LINS only includes the F2F data association. The data 
association for BA-LINS includes the F2F data association, the same-plane 
point association, and the adaptive covariance estimation. 
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extrinsic errors are not considered in (11) and (13), due to 
their negligible impact. We conduct experiments to evaluate 
the impact of these tiny terms in Jacobians. According to the 
results in Table VI, the AREs and ATEs are almost the same 
as those of BA-LINS when considering these tiny terms in the 
Jacobians. Consequently, the proposed method is reasonable 
and can also reduce computational complexity. 

VI. CONCLUSION 
This paper presents an F2F BA for LiDAR-inertial 

navigation to improve the DR capability. We associate the 
same-plane points across multiple frames by building upon the 
F2F data association. Thus, an F2F plane-point BA 
measurement model is proposed to construct a multi-state 
constraint with an adaptive covariance estimation algorithm. 
The LiDAR plane-point BA and IMU-preintegration 
measurements are tightly coupled in a sliding-window 
optimizer. We conduct comprehensive real-world experiments 
on both public and private datasets with the spinning LiDAR 
and the solid-state LiDAR. The results indicate that the 
proposed BA-LINS exhibits superior accuracy to SOTA 
methods. More specifically, the absolute translation accuracy 
is improved by 29.5% on the private dataset compared to the 
baseline system FF-LINS. Besides, the state-estimation 
efficiency is also improved by 28.7% due to the proposed 
plane-point BA measurement model. The ablation experiment 
results demonstrate that the proposed methods are reasonable 
and effective in improving accuracy and efficiency. 

The proposed LiDAR BA method can be applied for large-
scale mapping by introducing loop closure. Meanwhile, the 
proposed BA-LINS can be seamlessly integrated into a multi-
sensor navigation system by employing absolute positioning 
sensors, such as the GNSS, UWB, and high-definition (HD) 
map. However, current implementations in BA-LINS are 
mainly designed for Livox solid-state LiDARs and spinning 
LiDARs with more laser beams, such as 32 and 64. This is 
because the point-cloud coverage can be notably increased by 
accumulating multiple frames. Only then can the proposed 
same-plane point association method and the plane-point BA 
measurement model be effective. Hence, additional work may 
be necessary to apply the proposed BA method to spinning 
LiDARs with fewer laser beams, such as 16. 
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